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1 Discussion

A careful reader of our recent EMNLP paper (Sur-
deanu et al., 2012) will observe a somewhat untra-
ditional notation: we use P; to denote the known
positive labels for an entity tuple i, and N; to denote
the set of known negative labels for the same tuple,
that is, labels for which tuple 7 serves as a negative
example (introduced in Section 4). This is uncom-
mon: traditionally at training time, an entity tuple
(e1, e2) that does not exist in the training DB is con-
sidered a negative example for all possible labels,
which makes the maintenance of an explicit set V;
unnecessary. Most previous work on this topic, in-
cluding our EMNLP 2012 paper, used this heuristic.

However, in the context of the KBP slot fill-
ing task, where most infoboxes provided as train-
ing data are incomplete, this heuristic is not ideal.
For example, let’s assume that we have an incom-
plete infobox for Rachmaninoff with a single slot
(person:country_of_birth, Russia), and during train-
ing we see the tuple (Rachmaninoff, United States).
What label should we assign to this tuple? Accord-
ing to the above heuristic, this tuple is a negative
example for all the valid labels for PERSON enti-
ties, including person_country_of_death. But this is
wrong: in fact, Rachmaninoff died in the United
States. We just did not have this information in the
corresponding infobox.

A better heuristics, which, to my knowledge, was
discovered at the same time by (Sun et al., 2011)
and (Surdeanu et al., 2011), is to consider the tuple
a negative example only for the labels which exist in
e;’s infobox with a different label. More formally,

using our notation, N; for the ith tuple (e1,es) is
defined as: {r; | rj(e1,ex) € D,ey # ez, r; ¢
P;}. That is, for the above example, (Rachmaninoff,
United States) should be considered as negative ex-
ample only for person:country_of_birth because this
is the only thing we know with certainty about Rach-
maninoff in our training dataset.

Modeling this heuristic using local, one-vs-rest
classifiers is trivial, as illustrated by both (Sun et al.,
2011) and (Surdeanu et al., 2011): you just create
different negative example sets for each label, ac-
cording to the data available in the infoboxes. How-
ever, when dealing with a joint model, implementing
this is not exactly trivial.! To pat ourselves on the
back, we designed our EMNLP algorithm from the
very beginning under the assumption that one needs
to maintain IV; explicitly, although we left the empir-
ical analysis of the heuristic discussed here as future
work. So our algorithm works as is with this new
heuristic (you just create N; differently).

2 Modified Hoffmann Algorithm

Another relation extraction (RE) algorithm that I re-
ally like was proposed by (Hoffmann et al., 2011).
This algorithm is beautifully simple yet it performs
very well. So it is worth exploring how to adapt it to
the the heuristic presented above.

Algorithm 1 shows the modified algorithm. I fol-
lowed the same notations as the original paper, with
only a couple of significant changes: in Algorithm 1,
yiJr is equivalent with y; in (Hoffmann et al., 2011),
that is, it stores the set of valid labels for tuple ¢. This

'But not too hard either. Otherwise, these notes would be a
conference paper rather than some informal musings.



Definitions:

Same inputs and definitions as (Hoffmann et al., 2011), with two new elements:
(a) yiJr = relVector(e;, e;,) is similar to y; from (Hoffmann et al., 2011);
(b) y; is the corresponding vector for negative examples (e;, ey,), with bit 7 set to 1 if it is known that

the tuple (ej, ej,) cannot have label r.

Notations:

M, U, \: vector bit AND, OR and DIFF

Computation:

®«+0

fort =1to T do

for: =1to ndo

(y',2') < argmax , p(y, z|xi; 0)

ify'Ny;” #vi ory’Ny; # 0 then
y*Pdete  (y'Uyi) \ (' Nyi)
z* < argmax , p(z|x;, y'Pdate; 9)
O + O + 0(x;,2*) — 0(xi,2')

else

// optionally, soft updates for unknown labels here

| // optionally, soft updates for unknown labels here

Algorithm 1: The Hoffmann algorithm adapted to work with information from incomplete infoboxes.

is equivalent to F; in our EMNLP paper. [ added y;,
to store the set of labels for which tuple 7 serves as
a negative example. This is equivalent to N; above
and, as discussed, this is created from the partial in-
foboxes.

The first thing that changes is the update condi-
tion (the first i £ condition). Under the new heuris-
tic, the update condition is true if a positive label is
missed (y' ) yi+ # yi+) or a negative one is pre-
dicted (y'(y; # 0). Note that this condition does
not say anything about unknown labels, that is, la-
bels that are not either in yiJr ory; . The model can
generate such labels with no effect on the update.
Since we do not know what to do with such labels
(they may or may not be correct), we let them fly.

If the update is triggered, y'Pdate is created
from the set of labels currently predicted for tuple
1, to which we append any known positives missed
and remove any negative labels that are predicted.
Again, this means that we do not touch the unknown
labels that are predicted. The rest of the update pro-
cess if similar to the original Hoffmann algorithm.
I, however, added two optional steps (as comments
in Algorithm 1), which indicate that it is possible

to penalize somewhat (with a “soft” update) the un-
known labels that are predicted by the model. For
example, one could add a hyper parameter (between
0 and 1) to indicate the strength of the “soft” update
(closer to 0 indicates a weak update; closer to 1 a
strong one), and do a negative update on ® using
the current datum’s weights multiplied by this hyper
parameter. This way, one could penalize the predic-
tion of unknown labels, but with a penalty smaller
than the penalty used for labels that are known to be
incorrect.

3 Evaluation

Results are hopefully coming soon (although I make
no promises).

One thing I would like to emphasize on this issue,
is that an empirical comparison between algorithms
using this new heuristic versus the standard one is a
little tricky. For example, it is incorrect to compare
the P/R/F1 scores for an algorithm that uses all neg-
ative examples generated by the traditional heuris-
tic against the same algorithm that uses the fewer



negative examples generated by the new heuristic?.
Simply because the training data is different, one al-
gorithm may obtain a different balance between pre-
cision and recall, which would give the illusion of
a better F1. The only way to compare these algo-
rithms would be to plot the entire P/R curves, where
for each algorithm we plot the various P/R scores
obtained using different subsampling rates for nega-
tive examples.
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>The new heuristic generates fewer negative examples be-
cause it does not perform negative updates on the unknown la-
bels.



